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Abstract

This paper demonstrates the use of motion vec-
tor as defined in MPEG video encoder to detect and
crudely segment moving objects in video scene. The
proposed motion vector search algorithm incorpo-
rated a mechanism to suppress search in the still
background and to invalidate the motion vectors
found at search boundaries. This paper presents
four cases of video clips processed to calculate and
identify the MPEG like motion vectors greater than
a certain magnitude and to segment out correspond-
ing macro-blocks, which constitute a crude segmen-
tation of moving objects. The MPEG like motion
vectors drawn for a consecutive image pair were
compared against the vector field calculated by the
optical flow method for subjective comparison.

1. Introduction

Tracking moving objects in video image sequences
has drawn considerable attentions for various applica-
tions such as surveillance, 2.5D structural estimation
from motions, video based velocity and position
measurement, monitoring production lines, etc. Mo-
tion is an attribute specific to video images. Taking
advantage of this additional attribute available to
video images, objects in motion can be conversely
defined in terms of motion. A group of pixels sharing
a motion vector of a certain magnitude or direction
may be considered as a moving object regardless of
other physical attributes. Detection of moving objects
in video scene thus depends on how the motion is
defined and how algorithm is formulated to calculate
the motion, or movement from one video frame to the
subsequent frame. There are two major approaches to
find the motion vector at a pixel point, a macroscopic
approach and a microscopic approach. The macro-

scopic approach determines the motion in terms of
the motion vector as defined the MPEG video codec.
Motion vectors of this kind are calculated when video
source is encoded by the MPEG encoder into a bit
stream for transmission or recording in storage media.
Since the motion vector in MPEG is calculated to
satisfy minimum of the sum of squared error over a so
called macro-block, the motion vector at a pixel point
represents a motion of the macro-block rather than the
pixel itself. On the other hand, the method of optical
flow gives a measure of motion based on the conser-
vation of pixel intensity. When a pixel moves from
a location in the current frame to another location
in the subsequent frame, the gray scale intensity (or
color intensities combined) remains the same. Since
the optical flow constraint equation is expressed by
the partial derivatives at the pixel location, the optical
flow represents a pixel motion in the microscopic sense.

The motion vector field generated by the MPEG
like motion vectors and that generated by the method
of optical flow are considerably different as expected
from the ways that motion vectors are calculated either
macroscopically or microscopically. The motion vec-
tor field generated by these two approaches are signifi-
cantly different so that the segmented image of moving
objects is expected to be different, because the motion
vector field is used to detect and determine the shape
of moving objects. In case of the motion field by the
optical flow, an approach to minimize an energy func-
tion would lead to a tight segmentation with respect
to the contour of moving objects [3], [4]. Where the
MPEG like motion vectors are used to form a motion
vector field, the macro-block that satisfies the segmen-
tation criterion can produce crude segmentations by
itself, immediately without additional computational
burden. In this paper, the motion vector field gener-
ated by the MPEG like motion vectors was compared
with the one generated by the optical flow method for
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four short video clips.

2. Motion Measurement

Motions is defined as a displacement of the object
over a period of time. Therefore, motions are usually
measured in two consecutive frames of the video image.
Both of the motion vector and the optical flow use two
consecutive video frames to measure the motion.

Motion Vector Search

Motion vector search is the algorithm developed
for, and adopted in MPEG video image coding to
search the best match of a local image segment called
macro-block. Motion vector search algorithm uses a
small patch of image area; 16×16 for gray scale images
and 8×8 for color components. The search algorithm
searches a macro-block in the target image that best
matches the macro-block specified in the reference im-
age. Minimizing the following performance criterion
E determines the motion vector (dx, dy). The sum of
squared errors

E =
∑

x,y∈M

∑

k∈A

fIk(x+ dx, y + dy.t+ dt)− Ik(x, y, t)g2

is calculated over the macro-block space M , and image
attributes A. The displacement vector (dx, dy) that
yields the least square error defines the motion vector
of the pixel at (x, y). The smoothing effect expected
from the macro-block size increases the stability of
motion measurements.

There are several motion vector search methods.
Those are logarithmic search, exhaustive search,
random walk search, and steepest gradient search. In
the real time video codec where the time constraint
is critical, the logarithmic search or its variation is
used. When video data is compressed by the MPEG
codec, it needs to keep up with the frame rate of 30
frames/second. In video data compression, whether
the minimum reached is one of the local minima or
the global minimum makes little difference in terms of
the compression gain. Since MPEG encodes the pixel
difference between the two macro-blocks, local minima
that usually exist in the search area can still give
significant compression even though they are not the
best. The logarithmic search changes the search range
to a half of the previous search stage, so that the global
minimum is not guaranteed. Contrary to the case of
video data compression, the motion vector to be used
for identifying moving objects must take integrity of
an object always into consideration. Point-to-point
correspondence with respect to the contents of the

macro-block is attainable if the global minimum is
sought instead of the local minimum. The exhaustive
search, which seeks the global minimum within a set
search area, works better for moving object detection
and identification, but is considerably slow.

When the correspondence of a macro-block between
the reference image and the target image is of pri-
mary importance, attributes other than the RGB color
components normally used in MPEG may improve the
global minimum search. Slight change in the ambi-
ent light particularly in the outdoor video scenes often
misleads the search. In order to make motion vector
search robust, the gradients that defines the shapes of
objects may be added to the RGB color components.

Optical Flow Method

In contrast to the motion vector search method, the
optical flow method is an estimation method of pixel
movement. Given the gradient and time derivative at
a pixel location, the direction and the magnitude of
pixel motion is estimated for individual pixels. As-
suming that the intensity of a moving point stays con-
stant throughout time. This induces the optical flow
constraint equation,

d

dt
I(x, t) =

∂I

∂x
u+

∂I

∂y
v +

∂I

∂t
= ∇I · v + It = 0

Among many algorithms, the Horn and Schunck
method and the Lucas and Kanade method are well ac-
cepted for the accuracy and robustness. The Horn and
Schunck’s method [1] finds the optical flow v = (u, v)
which minimizes the error criterion,

E(u, v) =

∫

D

f(∇I ·v+ It)
2 +λ2(‖∇2u‖2 +‖∇2v‖2)gdx

The second term of the Laplacian forces the u and
v component of optical flow to have little variation
within the small neighbourhood. Therefore, optical
flows are smooth across motion boundaries. The Lu-
cus and Kanade method [2] [5] uses the error criterion,

E(u, v) =

∫

D

w(x)(∇I · v + It)
2dx

Where, w(x) is a Gaussian function centered at the
pixel point where a optical flow is calculated. Convo-
lution with the Gaussian function w(x) calculates the
weighted average of optical flows over the vicinity of
the point. The Lucus and Kanade method is known
for the high noise robustness. The following summa-



rizes the discrete formulation of this method.

∂E

∂u
=

∑

x,y∈R

w(x, y)fIxu+ Iyv + ItgIx = 0

∂E

∂v
=

∑

x,y∈R

w(x, y)fIxu+ Iyv + ItgIy = 0.

Let

M =
∑

x,y∈R

w

[

Ix
Iy

]

[Ix, Iy]

=
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wI2
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∑
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wIt
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wIxIt
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The optical flow is then calculated by

v = −M−1b.

The optical flow is a measure of motion associated with
a single pixel. Since the underlying concept is conser-
vation of pixel brightness, the constraint equation of
optical flow is an equation of first derivatives. Natu-
rally, underlying assumptions are that pixel motion is
slow, motion is not crossing an image boundary, and
motion is free from temporal aliasing. Only the algo-
rithm immune to noise can successfully draw a map of
optical flows that reflects the motion involved in video
images. The Lucus and Kanade method was used in
this paper.

3. Implementation of Motion Vector Search

A MPEG like motion vector search algorithm [7]
was implemented in a developed program written in
Visual Basic. The developed program works on a
series of individualized frames. The logarithmic search
algorithm was implemented based on the macro-block
size of 16×16 pixels of RGB color components. Search
range was set to be ±16 for both x− and y− axes.
The search starts from a discrete offset of 8 pixels to
test 8 possible locations in the target image to find
the minimum of the sum of squared pixel difference.
In the next stage, the offset is reduced down to 4
pixels to test 8 possible locations in the vicinity of the
location where the minimum was found in the first
stage. Then, the discrete offset of 2 pixels, then 1 pixel
is used to reach a minimum. Since 8 locations were
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tested for the minimum at each of the logarithmic
search stages of (8, 4, 2, 1) offset, only 32 macro-blocks
in the target image are compared to the reference
macro-block to reach the most matched macro-block.
This is a big time saving compared to 256 comparisons
required for the exhaustive search algorithm.

Motion vector search in the program is similar to
that used in MPEG video encoding. However, two new
functionalities are added for the specific purpose to de-
tect moving objects in the scene.

1. Suppress background

2. Invalidate out of range minima

When no significant motion is observed by compar-
ing the macro-block in the target and that in the
reference, this particular pixel is judged to be in the
background. When the sum of pixel difference between
the two macro-blocks is less than 4.2% of the possible
maximum, the pixel from which a macro-block is
referred is regarded as background. This figure of
4.2% was experimentally optimized for QCIF video
images (320× 240). Background check was done prior
to motion vector search to save time.

The process to invalidate out of range minima is to
ensure that the motion vector found resides inside the
search boundary. The search range of ±16 pixels is
adequate for motions appearing in most of the QCIF
video clips. Faster motions that go beyond this search
range is actually rare. The case indicated by a red
circle in Fig. 1 meaning the “Out of range” minimum
would happen erroneously due to shading irregularity
or image blurring rather than the best match between
the macro-blocks. Therefore, validation of the found
motion vector is an effective means to obtain reliable
results. In the logarithmic search algorithm, either lo-
cal minima indicated in green or global minimum in-
dicated in blue in Fig. 1 are acceptable. If a found
minimum is located on the search boundary, the search
result is invalidated to ignore the found motion vector.



4. Results

The developed moving object detection program
was applied to various short video clips captured from
Canadian TV channels in QCIF format. Individual
frames need to be extracted from the video clip
recorded in AVI, MPEG or MOV format before
processing with the program. Four different video
clips, Prime Minister Paul Martin in Fig. 2, a scene
of ice hockey in Fig. 3, a scene of two girls diving off
the cliff Fig. 4, and a scene of racing cars in Fig. 5,
were shown as the results of moving object detection
and crude segmentation of moving objects. Fig. 2
is a simple case that only the hands of the Prime
Minister Martin are moving. The rest of the scene is
recognized as background. Fig. 3 is a scene of dynamic
motion of the hockey players. However, the detected
motion is less than actual players’ motion, because
the camera is tracking the hockey players. Because of
the camera motion, the stationary posts holding the
protection plexiglass are recognized as moving. Fig. 4
is detecting local motions of the non-rigid objects.
The high lighted images in the third column are
the logical OR (union) of all macro-blocks identified
to have a motion vector greater than a threshold.
Invalidated motion vectors (marked by red dots) are
seen in the fast moving left arm of the girl in the left.
Fig. 5 is another example of motions compensated
by the camera motion tracking the racing cars. The
motion of the lane dividers shows more clearly than
the motions associated with the racing cars.

The right most columns of Fig. 2 through Fig. 5
show optical flows calculated for each of the video clips.
General appearance of motion vectors are quite differ-
ent from that of optical flows. Relatively good match is
seen in Fig. 2 which has a almost stationary still back-
ground. High sensitivity to microscopic local motion
at the arm area of Fig. 4 made the global motions of
the two girls undetectable. Fig. 3 and Fig. 5 involve
rapid camera motion. The objects recognized as mov-
ing are completely different. Motion vectors detected
the line dividing lanes while optical flow detected the
shadows on the road surface in Fig. 5.

5. Conclusion

This paper demonstrated that the motion vectors
readily calculated and available in the MPEG video
bit stream can be used to detect moving objects in
the video scene. It is also shown that the macro-block

which received a large motion vector in magnitude, is
already an element of the segmented image by motion
vectors. Although union, or logical OR of such macro-
blocks does not define a tight boundary of the mov-
ing object, it provides a crude zig-zag boundary of the
moving objects. Optical flows do not present any obvi-
ous boundaries of the moving objects. This difference
seems due to the difference between the macroscopic
motion vector search by pattern matching and the mi-
croscopic estimation of optical flow by the conservation
of pixel intensity.
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Figure 2. A video sequence of Priminister Paul Martin, original (left), motion vectors superimposed (2nd col.), crude motion
segmentation (3rd col.) and optical flows superimposed (right).



Figure 3. A video sequence of an ice hockey game, original (left), motion vectors superimposed (2nd col.), crude motion
segmentation (3rd col.) and optical flows superimposed (right).



Figure 4. A video sequence of diving off the cliff, original (left), motion vectors superimposed (2nd col.), crude motion
segmentation (3rd col.) and optical flows superimposed (right).



Figure 5. A video sequence of racing cars, original (left), motion vectors superimposed (2nd col.), crude motion segmentation
(3rd col.) and optical flows superimposed (right).


